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Abstract

Three commonly used molecular dating methods for correction of variable rates (non-parametric rate smoothing, penalized like-
lihood, and Bayesian rate correction) as well as the assumption of a global molecular clock were tested for sensitivity to taxon sam-
pling. The test dataset of 6854 basepairs for 300 terminals includes a nearly complete sample of the Restio-clade of the African
Restionaceae (272 of the 288 species), as well as 26 outgroup species. Of this, nested subsets of 35, 51, 80, 120, 150, and the full 300
species were used. Molecular dating experiments with these datasets showed that all methods are sensitive to undersampling, but that
this effect is more severe in analyses that use more extreme rate smoothing. Additionally, the undersampling effect is positively
related to distance from the calibration node. The combined effect of undersampling and distance from the calibration node resulted
in up to threefold differences in the age estimation of nodes from the same dataset with the same calibration point. We suggest that
the most suitable methods are penalized likelihood and Bayesian when a global clock assumption has been rejected, as these methods
are more successful at finding optimal levels of smoothing to correct for rate heterogeneity, and are less sensitive to undersampling.

© 2004 Elsevier Inc. All rights reserved.
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1. Introduction

Dating the internal nodes of cladograms is useful for
many evolutionary investigations, for example exploring
plant-insect co-speciation (e.g. Percy et al., 2004), histor-
ical biogeographical analysis (e.g., Conti et al, 2002;
Davis et al, 2002; Nagy et al., 2003; Vinnersten and
Bremer, 2001), and relating speciation rate changes to
palaeco-environmental changes (e.g., Kadereit et al., 2004;
Linder, 2003). However, molecular dating is beset by a
number of problems. For example, the pseudoprecision
and errors that may result from the use of inadequate
calibration points, and especially the use of derived cali-
bration points which are not directly based on fossil evi-
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dence, have recently received attention (Graur and
Martin, 2004; Hedges and Kumar, 2004; Lee, 1999;
Shaul and Graur, 2002). Furthermore, the assumption of
a global molecular clock has been shown to be invalid in
many instances (Gaut, 1998). Various methods have
been developed to accommodate rate variation: these
include the removal of clades with deviant rates (Take-
zaki et al, 1995), excluding data-partitions that falsify
the clock assumption (Kato et al., 2003), using several
local clocks for rate-homogenous clades (i.c., the local
clocks approach of Yoder and Yang, 2000), using non-
parametric rate smoothing to constrain between inter-
node rate variation (Sanderson, 1997), and searching for
the optimal rates using Bayesian methods (Thorne et al.,
1998) and penalized likelihood (Sanderson, 2002a).
However, there seems to have been no investigation into
the effects of sampling only a small proportion of the
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terminals (species) on the age estimates of the interior
nodes. An understanding of how undersampling effects
age estimates is important, as molecular phylogenetic
investigations of clade ages are often based on sparse
taxon samples.

Here, we investigate the sensitivity of various meth-
ods of obtaining molecular age estimates to incomplete
taxon sampling in the “Restio clade” of African Restion-
aceae (Poales) which, with 288 species, is the largest
clade of African Restionaceae. The African Restiona-
ceae as a whole comprise 350 species of evergreen, rush-
like plants that collectively dominate much of the fynbos
vegetation of the species-rich Cape Floristic Region of
Southern Africa (Linder, 1991, 2003; Taylor, 1978). Spe-
cifically, we evaluate effect on node age estimates of
increasing or decreasing taxon sampling, and distance
from the calibration node. Our data on the Restio clade
are particularly suited this type of investigation because
(1) taxon sampling is nearly complete (ca. 95%) and (2)
phylogenetic relationships are well resolved and sup-
ported by over 6000 nucleotides of DNA sequence data.

2. Methods
2.1. Phylogeny estimation

Two hundred and seventy-two species (ca. 95%) of
the 288 species of the “Restio clade” African Restiona-
ceae were included in the current analysis. Additionally,
both subspecies of Restio dodii and two accessions of the
variable and widespread species Ischyrolepis macer were
included, as they appear to represent two distinct chloro-
plast lineages and may be separate species. To allow the
use of the basal dating node, we also included 24 species
of the “Willdenowia clade” of African Restionaceae. As
such, a total of 298 plants of African Restionaceae were
sampled for this analysis. Of the 16 species of the “Restio
clade” that were not included, three are possibly not
taxonomically distinct (for detailed comment, see Lin-
der, 2001), and the remainder could not be located in the
field for the collection of extraction-quality plant mate-
rial. Based on the phylogenetic studies of Briggs et al.
(2000) and Linder et al. (2003), the tree was rooted to
two terminals representing the ca. 150 species of Austra-
lian Restionaceae.

DNA sequences were generated from the plastid
regions spanning the #rnl intron and the trnl—trnF
intergenic spacer (Taberlet et al., 1991), the complete
gene encoding rbcL (Chase and Albert, 1998), the com-
plete atpB-rbcL intergenic spacer (Chiang and Schaal,
2000; Cuénoud et al., 2000; Manen et al., 1994), and
matK plus the flanking ##rnK intron (Hilu and Liang,
1997). Total DNA was isolated from silica gel-dried
culms using the DNeasy Plant Mini Kit (Qiagen, Valen-
cia, California, USA). Sequences were generated using

standard methods for PCR amplification and automated
sequencing.

Raw sequence data files were analysed with the ABI
Prism 377 Software Collection 2.1. Contigs were con-
structed in Sequencher and alignments were performed
using the default alignment parameters in Clustal X
(Thompson et al., 1997), followed by adjustment by eye.
These sequences were assembled into a single matrix in
WinClada (Nixon, 2002). The aligned matrix consisted
of 6854 aligned bases, of which 1512 are parsimony
informative. Additionally, indels were coded at the end
of the matrix using Simple Indel Coding (Simmons and
Ochoterena, 2000) as implemented in the program Gap-
Coder (Young and Healy, 2001). The total matrix con-
sists of 1782 parsimony-informative characters. All
characters were weighted equally and treated as non-
additive during tree searches. This data matrix has been
deposited at www.treebase.org.

Parsimony searches were conducted using the parsi-
mony ratchet (Nixon, 1999) as implemented from
WinClada, running NONA vers. 1.6 (Goloboff, 1993) as
a daughter process. Ten ratchet searches were con-
ducted, each initiated with the generation of a Wagner
tree, using a random taxon entry sequence, followed by
TBR branch swapping with one tree retained and used
as the starting point for 500 ratchet cycles. In the
weighted/constrained half of each ratchet cycle, a ran-
domly selected set of 10% of the characters were resam-
pled, and a randomly selected set of 10% of the resolved
clades were constrained. This analysis resulted in 885
equally most parsimonious cladograms (L =5415,
CI=0.44, RI=0.84; informative characters only). These
were then pooled and swapped to obtain a total of
10,615 cladograms of length 5415. One of these clado-
grams was arbitrarily chosen for the subsequent investi-
gation into the impact of taxon sampling on the
estimation of absolute dates and divergence times.

2.2. Construction of smaller subset matrices and
cladograms

Using our 300 taxon matrix (not including indels) and
tree as fixed starting points, six smaller matrices and
trees were constructed by deleting terminals in Mesquite
1.02 (Maddison and Maddison, 2003). These smaller
datasets have 150, 120, 100, 80, 51, and 35 species/termi-
nals, respectively. The list of species and sequences in
each smaller set is a precise subset of the next larger set,
and each employed the same relative alignment and tree
topology as those obtained from the 300 taxon analysis.
The only differences lie in the numbers of terminals and
by the exclusion of extraneous gaps from the larger
matrices that are no longer necessary in the smaller
matrices. As such, each successively smaller matrix con-
sists of 6623, 6547, 6480, 6399, 6248, and 6135 aligned
bases. For the smallest (35 species) sampling, at least two
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representatives of the basal lineages for each of the 32
clades depicted in Fig. 1 were chosen. Successively larger
data matrices and cladograms simply added descendant
species and, therefore, more distal nodes to these 32
nodes of interest (the “test nodes”). Thus, the proportion
of the descendent species sampled differs enormously
among the test nodes, as does the rate at which the sam-
pling density increases (Table 1). This particular strategy
was chosen because it results in a set of comparable test
nodes for each sampling set (Simmons et al., 2004). Sam-
pling basal lineages is also the method used by phyloge-
neticists to estimate the age of particular clades with
incomplete sampling. Only test nodes 1-30 were used in
the analysis. Node 32 is the constrained basal node, and
node 31 is at the base of the Willdenowia clade, and as
such is not part of the study group.

2.3. NPRS, PL, and clock analyses

As preparation for the clock assumption (CL), non-
parametric rate smoothing (NPRS, Sanderson, 1997),
and penalized likelihood (PL, Sanderson, 2002a,b)
approaches to dating, molecular branch lengths were
estimated for each of the seven nested matrices and
cladograms. We used the implementation of Modeltest
(Posada and Crandall, 1998) in Hy-Phy ver. 0.99 beta
for Windows (Kosakovsky Pond et al., 2004) to select a

statistically adequate model from a set of 56 possible
models of sequence evolution. Using the selected mod-
els (Table 2), likelihood ratio tests (Felsenstein, 1981)
were performed in Hy-Phy to test for a significant
departure from the hypothesis of a global molecular
clock. In each case, the clock was rejected (Table 2).
Branch lengths were estimated in PAUP* 4.0 (Swofford,
2002) using the appropriate model without a clock
assumption.

These branches were made ultrametric using NPRS,
as implemented in TreeEdit for Macintosh (Rambaut
and Charleston, 2004), and penalized likelihood with
r8s (ver. 1.6 for Linux, Sanderson, 2002a). For the lat-
ter, an optimal rate-smoothing parameter value was
selected with the prerequisite cross-validation proce-
dure (Sanderson, 2002a) for all except the largest two
matrices (i.e., 150 and 300 terminals). Attempts to find
an optimal smoothing parameter for the 150 and 300
taxon sets failed, possibly due to computational limita-
tions with these large datasets, or possibly because of
the presence of zero-length terminal branches. For the
120 taxon and fewer datasets, smoothing parameter
values ranging from 10733 to 103 (in increments of
10%%) were tested and the resulting values reported in
Table 2. To compare the four methods, the optimal
regression of the taxon sampling and average node age
values for the 35-120 sample PL method were used to
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Ischyrolepis marlothii
Calopsis viminea
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Platycaulos major
Platycaulos depauperatus
Anthochortus crinalis
Mastersiella spathulata

2 Australian species

Fig. 1. Cladogram used in this study. Species listed are those used in the 35 taxon analysis. The black circle is the calibration node, the numbered open

circles are the test nodes.
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Table 1
Percentage of species sampled at each selected node for each sampling
run

Nodes  Total Taxon

species 35 51 80 100 120 150 300

1 4 50 0 50 S0 75 75 100
2 39 5 13 31 33 36 41 100
3 47 9 15 30 34 38 45 100
4 50 4 10 18 24 30 44 100
5 11 18 18 27 36 36 55 100
6 61 7 11 20 26 31 49 100
7 108 7 14 24 30 34 47 100
8 2 100 100 100 100 100 100 100
9 110 9 15 25 31 35 48 100
10 3 67 100 100 100 100 100 100
11 113 11 18 27 33 37 50 100
12 4 50 100 100 100 100 100 100
13 117 12 200 30 35 39 51 100
14 31 6 100 23 35 42 45 100
15 30 7 100 20 33 43 53 100
16 61 7 10 21 34 43 49 100
17 2 100 100 100 100 100 100 100
18 63 10 13 24 37 4 51 100
19 180 11 17 28 36 41 51 100
20 12 17 33033 33 42 50 100
21 192 11 18 28 35 41 51 100
22 49 4 10 16 22 37 51 100
23 12 17 17 25 33 33 33 100
24 61 7 11 18 25 34 48 100
25 253 10 17 26 33 40 50 100
26 9 22 22 33 33 44 44 100
27 262 11 17 26 33 40 50 100
28 11 18 18 27 36 36 45 100
29 273 11 17 26 33 40 50 100
30 274 11 17 26 33 40 50 100
31 24 8 8 25 29 29 46 100

The second column gives the total number of species subtended by
each selected node, the subsequent columns the percent of these
species sampled.

predict the values for the 150 and 300 taxon samples.
These predicted values were not included in any statis-
tical testing.

Despite rejecting the clock, branch lengths were made
ultrametric also under the assumption of a molecular
clock, for comparative purposes, using the appropriate
model in PAUP*.

We calibrated the trees against node 32 (connecting
the Restio and Willdenowia clades). We used a secondary
date (49.8 Ma, with a range of 42.7-55.9 Ma), obtained
from the analysis of Linder et al. (2003). In this analysis
the adjacent node (connecting the African and Austra-
lian Restionaceae) was dated from an African pollen
deposit from the earliest Tertiary (Linder et al., 2003;
Scholtz, 1985).

2.4. Bayesian dating

The Bayes dating method (Thorne and Kishino, 2002;
Thorne et al, 1998) uses a probabilistic model to
describe the change in evolutionary rate over time and
uses the Markov chain Monte Carlo (MCMC) proce-
dure to derive the posterior distribution of rates and
time. It allows multiple calibration windows and pro-
vides direct credibility intervals for estimated divergence
times and substitution rates. The procedure we followed
is divided into three different steps and programs, and is
described in more detail in a step-by-step manual avail-
able at http://www.plant.ch/software html. It was per-
formed on a 3Ghz Pentium IV machine running
Windows XP. In a first step, we estimated the model
parameters for the the F84 + G model (Felsenstein, 1993;
Kishino and Hasegawa, 1989), the most complex model
of nucleotide substitution implemented in the software
below so far. By using the program Basem!, which is part
of the PAML package (Yang, 1997), we estimated base
frequencies, transition/transversion rate k, and the o
shape parameter (describing the rate heterogeneity
among sites under a discrete gamma model; five
categories of rates). Then, by using these parameters, we
estimated the maximum likelihood of the branch
lengths of the rooted evolutionary tree together with a

Table 2
Results of Modeltest, clock tests, and the penalized likelihood (PL) cross-validation procedure for each of the seven nested taxon samplings
Taxon
35 51 80 100 120 150 300
Modeltest GTR+G+1 GTR+G+1 GTR+G+1 GTR+G+1 GTR+G+1 GTR+G+1 GTR +1
results
LR test: Rejected Rejected Rejected Rejected Rejected Rejected Rejected
clock (*=106.5, (2 =1450, (> =2340, (*=13087, (2 =1329.6, (> =4830.3, (P =172972,
df =33, df =49, df =78, df =98, df =118, df =148, df =298,
p<001) p<0.01) p<0.01) p<0.01) p<0.01) p<0.01) p<0.01)
PL 6.5 5.0 (4.5-6.0 were 4.0 5.0 1.5 0.0, 3.5, 6.5 0.0, 3.5, 6.5
smoothing equally optimal)
value
(log10)

2 Attempts to determine optimal smoothing value failed; therefore, three zero or positive values were chosen (consistent with the range of values

determined for the smaller datasets) to bracket the range of probable values.
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variance—covariance matrix of the branch length esti-
mates by using the program Estbranches (Thorne et al.,
1998). The maximum likelihood scores obtained in
Baseml and Estbranches were then compared to check if
both approaches were able to optimize the likelihood.
The third program we used, Multidivtime (Kishino et al.,
2001; Thorne and Kishino, 2002), approximates the pos-
terior distributions of substitution rates and divergence
times by using a multivariate normal distribution of esti-
mated branch lengths (provided here by Estbranches)
and running a Markov chain Monte Carlo procedure.
Two constraints for the age of node 32 were set: a lower
constraint of 42.7Ma, and a higher one of 55.9 Ma, rep-
resenting the extreme values obtained for this node by
Linder et al. (2003). The other settings for the prior dis-
tributions were: 50 for both rzzm (mean of the prior dis-
tribution for the time separating the ingroup root from
the present) and r¢tmsd (the prior’s standard deviation),
0.004 for both rtrate (mean of the prior distribution for
the rate of molecular evolution at the ingroup root node,
calculated by taking the mean distance between the
ingroup root and the ingroup tips obtained from est-
branches) and rtratesd (the prior’s standard distribu-
tion). Brownmean (the mean of the prior distribution for
the Brownian motion parameter v, which determines the
permitted rate change between ancestral and descendant
nodes) was initially left at the default value of 0.4. Later,
we changed that value to 0.02 and repeated the analysis,
following the manual’s recommendation that rz¢tm multi-
plied with v should be about 1. As this did not affect the
divergence time estimates significantly, we report here
only the results from the first analysis. Brownsd, the
prior’s standard deviation was chosen to be 0.4. For the
parameter bigtime, a number that should be set higher
than the time units between the tips and the root in the
user’s wildest imagination, we’ve chosen a value of 100.

We ran the Markov chain for at least 10* cycles and
collected one sample every 100 cycles, after an unsam-
pled burnin of 10* cycles. We performed each analysis at
least twice by using different initial conditions to assure
convergence of the Markov chain, although it is not pos-
sible to say with certainty that a finite sample from an
MCMC algorithm is representative of an underlying sta-
tionary distribution (Cowles and Carlin, 1996).

2.5. Statistical testing and lineage through time plots

The hypothesis that the test node ages obtained are
related to the number of taxa sampled was tested using
the Wilcoxon paired sample test, which compares the
number of instances in which the larger sample finds an
older date compared to the number of times it finds a
younger date. The hypotheses that changes in age esti-
mation are related to the distance from the calibration
point, and to the degree of sampling of the subclade sub-
tended by each test node, were evaluated using linear

regressions. This allowed us to statistically test both the
extent to which the variation in the data was accounted
for by the regression line, and also whether the slope of
the regression line deviates significantly from horizontal.
All statistical tests were conducted using SPSS. For each
analysis a lineage through time (LTT) plot (Nee et al.,
1992) was constructed. The rate constancy of the radia-
tion in Restionaceae was tested using the constant rates
test of Pybus and Harvey (2000), as implemented in
Gammastatistic v1.0 (Griebeler, 2004).

3. Results
3.1. Undersampling

All four methods find more or less the same ages for
the 30 test nodes when only 35 taxa are sampled. How-
ever, when more taxa are sampled, the age estimates of the
test nodes diverge rapidly (Fig. 2, Table 3). The propor-
tion of species sampled (thus the proportion of nodes dis-
tal to the test nodes) clearly has a major impact on the
ages estimated for the test nodes (Fig. 3). For all four
methods the mean estimated ages of the nodes are signifi-
cantly less with a sparser taxon sampling than when all
taxa are included in the final calculation. Thus, not includ-
ing all taxa in the sample results in a “younger” estimation
of the test node ages. Furthermore, for all four methods
the degree of age underestimation increases logarithmi-
cally with the proportion of undersampling (Fig. 3).

However, taxon undersampling has very different
effects in the four methods. The CL analysis and PL are
only slightly affected: for the 35 taxon samples the aver-
age ages using CL are 91%, and using PL 88%, of those
obtained with the 300 taxon sample. The regression line
explains only 73% of the variation in these data for CL,
and 72% in the case of PL. Whilst the more severe under-
sampling in both CL and PL resulted in significant age
change, in both there is no significant change in the age
estimates between the 150 and 300 taxon samples for
CL, suggesting that at 50% sampling an asymptote had
been reached, at least for CL (the values for the 150 and
300 taxon samples were inferred for PL, and so the
asymptote cannot be calculated).

For Bayesian and NPRS analyses the effects are more
dramatic, and no age asymptote is reached. Thus, any
change in sampling resulted in significantly different age
estimations. For NPRS the 35 taxon sample the average
age estimate is only 56% of the estimate with the 300
taxon dataset, and for the fitted regression line
r2=0.9804. For Bayesian analysis the equivalent values
are 72% and r*=0.9819.

The regular decrease in the age estimations with
decreasing sample size is reflected in the very good fit of
the data to the logarithmic regression, and indicates that
these patterns are not random.
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Fig. 2. A comparison of the actual ages returned by the four different molecular dating methods for the seven nested taxon samples. The x axis gives
the number of taxa sampled, the y axis the average age of the 30 test nodes. Diamonds, NPRS; squares, Bayesian; crosses, PL; and triangles, CL.

3.2. Distance from the calibration point

For NPRS and the Bayesian analysis there is a signifi-
cant (at p<0.01), positive, linear relationship between
the degree of underestimation of the age of a node and
its distance (time) from the calibration point, for the 35
taxon sample (Fig. 4). The slope of the regression is
somewhat steeper for NPRS than for the Bayesian anal-
ysis, and also explains more of the variation (1> =0.9087
compared to >=0.7534). In both these cases the slope
deviates significantly from the horizontal. Thus, the
more distant a node is from the calibration point, the
more sensitive its age estimation is to the effects of
undersampling. And conversely, the closer it is to its cali-
bration point, the less sensitive it is to taxon undersam-
pling. For the NPRS 35-taxon analysis, the most distant
test node from the calibration point is dated to only
37.7% of the age indicated by the 300 taxon sample (7
instead of 18.7Ma for node 5). These effects are much
less severe in the Bayesian analysis, where this node is
dated to 6.6 instead of 10.4 Ma (an underestimation of
63%). Conversely, the most proximal node in the NPRS
35 taxon analysis is estimated to be 79% of the value of
the 300 taxon sample (32.96 instead of 41.66 Ma).

The CL analysis and PL are less sensitive to this dis-
tance effect, and in their cases the regression explains
very little of the variation (r>=0.1469 and r*=0.0344,
respectively). Interestingly, both these analyses show a
much wider scatter, consistent with the assumption of a
more clock-like molecular variation. For both these
analyses neither the variation explained, nor the
deviation of the regression slope from horizontal, is
significant.

3.3. Impact of undersampling of individual clades

The sensitivity of the various methods to variation in
the sampling density of the clades subtended by each
evaluated node cannot be rigorously tested from our
data, since most of these clades were rather poorly sam-
pled in the 35 taxon sample. For most clades less than
30% of the species were included, one clade includes 50%
of the species, one 63%, and one all species. Nonetheless,
it appears as if there is no relationship between the sam-
pling density of the individual clades, and the age esti-
mation of their subtending nodes (Fig. 5) for any of the
four methods used. Neither the variance in the data, nor
the deviation of slope of the regression line from hori-
zontal, is significant, suggesting that the subclade sam-
pling has no impact on the results. Thus, only the
average sampling density on the whole tree under inves-
tigation has an impact on the results, not the sampling
density of the individual subclades.

3.4. Age estimates by the four methods

The four methods result in rather different age esti-
mates (Table 3, Fig. 6) for the 300 taxon data set. As
expected, the extremes are formed by CL and NPRS.
The NPRS analysis returns results that are between 10
and 15 million years older (thus up to double) the age
estimates of the CL analysis. This suggests that all the
nodes have been made older, and this could only be
achieved by interpreting the basal branch of the whole
tree, between the calibration point and the first
speciation events, as being much shorter than the
unsmoothed data indicates. Bayesian analysis and PL
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Table 3
Mean node ages in millions of years obtained for the four different molecular dating methods with the seven different sampling strategies
Nodes Methods Taxon
35 51 80 100 120 150 300
1 CL 7.56 7.72 7.98 8.50 9.23 8.56 8.81
PL 7.65 7.81 7.96 8.60 8.36 8.43 8.80
Bayes 6.53 7.04 7.99 9.22 8.65 10.77 13.38
NPRS 7.82 10.26 11.56 13.79 14.13 14.94 19.20
2 CL 10.48 10.61 10.77 10.91 11.09 10.68 11.10
PL 10.52 10.58 10.69 10.92 10.14 10.23 10.67
Bayes 9.47 10.04 11.52 12.01 12.19 13.26 15.90
NPRS 10.40 13.26 15.08 17.96 18.58 20.28 24.81
3 CL 12.12 12.58 12.96 13.15 13.71 13.30 13.61
PL 12.16 12.52 12.86 13.17 12.70 12.81 13.36
Bayes 11.09 11.92 13.52 14.06 1445 15.70 18.20
NPRS 12.12 15.85 17.62 20.36 21.11 2298 27.00
4 CL 12.18 1345 13.34 13.64 14.07 13.76 14.14
PL 12.40 1347 13.44 13.56 12.87 12.98 13.54
Bayes 10.79 11.55 12.81 13.09 13.46 14.80 16.76
NPRS 11.97 1549 16.89 18.15 19.31 21.56 25.53
5 CL 7.94 8.27 9.86 10.03 10.31 9.99 9.81
PL 7.90 8.22 9.74 9.839 9.25 9.33 9.73
Bayes 6.65 7.12 9.06 9.34 9.64 10.55 13.54
NPRS 7.00 8.65 11.62 12.01 12.94 14.79 18.72
6 CL 12.77 1345 13.59 13.64 14.07 13.76 14.14
PL 12.74 1347 13.66 13.56 12.87 12.98 13.54
Bayes 11.47 12.35 13.33 13.72 14.13 15.51 18.61
NPRS 12.36 1549 17.16 18.15 19.31 21.56 25.53
7 CL 14.45 15.10 15.28 1548 16.04 15.58 15.90
PL 14.47 15.04 15.34 15.49 1492 15.05 15.70
Bayes 13.44 14.36 15.59 16.11 16.54 17.85 20.37
NPRS 14.48 18.84 19.94 22.63 2345 25.36 2897
8 CL 9.00 9.18 9.33 9.36 9.71 943 13.45
PL 9.16 9.38 9.49 9.53 9.31 9.39 9.80
Bayes 8.94 948 10.26 10.67 10.96 11.80 13.33
NPRS 9.76 12.73 13.51 15.56 16.34 18.06 21.83
9 CL 15.12 15.64 15.76 15.93 16.54 16.16 16.62
PL 15.20 15.53 15.80 15.93 15.58 15.72 16.39
Bayes 14.45 1527 16.52 17.01 17.52 18.88 21.58
NPRS 15.60 19.95 20.87 23.60 24.50 26.38 2991
10 CL 8.98 9.18 9.25 9.27 9.61 9.29 9.28
PL 9.00 9.24 9.36 9.40 9.27 9.35 9.75
Bayes 9.21 9.79 10.66 11.02 11.37 12.29 14.04
NPRS 9.76 12.88 13.77 15.98 16.83 18.67 22.62
11 CL 15.63 16.09 16.21 16.40 17.05 16.66 17.05
PL 15.78 16.06 16.30 16.41 16.13 16.27 16.97
Bayes 15.38 16.14 1742 17.96 18.53 19.93 22.76
NPRS 16.41 20.81 21.70 24.51 2542 27.26 30.70
12 CL 14.20 13.61 14.06 13.90 14.60 14.13 14.05
PL 14.20 13.86 14.00 14.08 14.38 14.51 15.13
Bayes 14.50 14.92 16.11 16.72 17.16 18.34 20.16
NPRS 15.62 19.54 2043 23.20 24.15 2595 29.35
13 CL 16.66 17.13 17.64 17.53 18.38 17.96 18.12
PL 16.80 17.18 17.50 17.61 17.69 17.85 18.61
Bayes 16.83 17.77 19.13 19.78 20.36 21.77 24.46
NPRS 17.96 22.65 23.53 26.42 27.34 29.07 32.26
14 CL 10.92 11.23 12.39 13.30 14.25 13.81 12.71
PL 10.92 11.54 12.82 13.50 14.22 14.35 14.96

(continued on next page)
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Nodes Methods Taxon
35 51 80 100 120 150 300
Bayes 11.66 12.60 14.19 1543 1599 16.86 18.53
NPRS 12.64 15.96 17.66 21.21 22.70 24.15 24.14
15 CL 14.16 14.84 1521 15.11 15.84 15.58 15.17
PL 14.29 14.90 1548 15.62 16.07 16.21 1691
Bayes 14.55 15.34 16.35 17.21 17.63 18.55 19.73
NPRS 16.04 20.01 20.46 23.99 2543 26.95 29.80
16 CL 15.71 16.36 16.77 17.17 17.90 17.56 16.83
PL 15.81 16.51 17.05 17.31 18.07 18.23 19.01
Bayes 16.36 17.31 18.38 19.31 19.79 20.83 22.16
NPRS 17.85 2229 22.78 26.15 2738 28.88 31.58
17 CL 13.57 14.33 14.43 14.35 15.16 1595 14.58
PL 13.68 14.11 14.47 14.78 15.40 15.54 16.20
Bayes 14.58 1543 16.48 17.09 17.50 18.43 19.11
NPRS 15.80 19.62 20.39 23.09 24.10 25.46 28.35
18 CL 18.58 19.22 19.68 19.94 21.29 20.61 19.97
PL 18.75 19.35 19.80 20.18 20.96 21.15 22.05
Bayes 19.35 20.35 21.70 22.49 23.06 2425 25.67
NPRS 21.00 25.55 26.46 29.43 30.39 31.86 34.51
19 CL 19.35 19.99 20.42 20.62 21.77 21.23 21.03
PL 19.48 20.03 2043 20.80 21.55 21.74 22.68
Bayes 20.29 2131 22.73 23.50 24.08 2535 27.04
NPRS 21.73 26.28 2725 30.15 31.05 32.51 35.17
20 CL 15.59 15.83 16.05 16.17 1695 16.30 16.16
PL 15.52 15.83 16.02 16.31 17.05 17.20 17.94
Bayes 17.02 1795 19.08 19.78 20.38 21.55 23.09
NPRS 18.10 22.14 22.88 25.66 26.65 28.26 32.03
21 CL 20.24 2091 21.15 21.60 2251 21.98 21.89
PL 20.20 20.95 21.02 21.62 2223 2243 23.39
Bayes 21.47 22.36 23.82 24.69 25.19 26.48 28.47
NPRS 22.84 2725 28.10 30.98 31.82 3322 35.86
22 CL 12.59 14.62 14.61 15.52 16.12 15.48 15.21
PL 12.74 14.81 14.85 15.68 15.26 15.39 16.06
Bayes 13.63 14.96 16.10 16.92 17.55 18.32 22.19
NPRS 14.72 17.74 18.34 22.07 22.49 2431 27.53
23 CL 13.04 13.56 13.59 14.49 15.02 14.57 14.93
PL 13.20 1397 13.63 14.59 15.57 15.71 16.38
Bayes 15.43 1641 17.75 18.42 18.85 19.96 18.29
NPRS 16.44 20.18 21.40 24.72 25.46 2721 30.74
24 CL 17.68 19.02 19.37 20.27 21.07 20.84 20.80
PL 17.86 19.11 19.45 20.29 20.72 20.90 21.80
Bayes 19.59 20.70 22.29 23.27 23.71 2521 27.01
NPRS 20.93 2524 26.33 29.45 30.19 31.86 34.56
25 CL 20.94 21.88 22.00 22.61 23.56 23.03 23.15
PL 20.98 21.77 21.93 22.58 2325 23.46 24.46
Bayes 22.50 23.54 25.03 2597 26.49 27.78 30.07
NPRS 23.70 28.28 29.44 31.98 32.80 34.13 36.69
26 CL 18.11 18.75 18.32 18.76 1993 19.37 19.88
PL 18.20 18.64 18.40 18.68 19.98 20.16 21.02
Bayes 18.97 19.83 21.23 22.06 22.88 24.00 26.16
NPRS 20.10 24.37 2539 28.24 2923 30.66 33.87
27 CL 21.25 22.15 2223 22.90 23.79 23.20 23.36
PL 21.28 22.03 22.14 22.78 2347 23.68 24.70
Bayes 23.14 24.17 25.68 26.61 27.14 28.44 30.97
NPRS 23.99 28.55 29.44 32.22 33.04 34.35 36.69
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Table 3 (continued)
Nodes Methods Taxon
35 51 80 100 120 150 300
28 CL 22.89 23.32 21.86 22.26 2291 22.36 22.50
PL 22.78 22.79 21.58 22.24 23.75 23.96 24.99
Bayes 26.07 26.69 27.25 27.95 28.17 29.09 30.33
NPRS 2691 30.61 30.55 32.65 33.37 34.56 37.31
29 CL 27.10 27.77 27.71 28.39 29.10 2848 28.24
PL 26.90 27.28 27.36 28.01 29.15 2941 30.67
Bayes 29.99 30.74 31.89 32.86 33.10 34.06 35.49
NPRS 30.37 34.07 34.83 36.93 37.54 38.51 40.31
30 CL 29.35 29.72 29.80 30.26 31.07 3047 30.12
PL 29.44 29.67 29.74 30.23 31.31 31.59 3295
Bayes 3245 33,08 34.18 35.04 3533 36.21 38.36
NPRS 32.96 36.16 36.92 38.68 39.24 40.06 41.66

The PL values for 150 and 300 taxon were predicted from the 35 to 120 taxon samples by optimal regression (see section2). CL, assuming a global,
constant clock; PL, penalized likelihood; Bayes, Bayesian; NPRS, non-parametric rate smoothing.
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Fig. 3. Effect of the species sampling density on the average test node age estimated, for the four different molecular dating methods. The x axis is the
taxon sample size. The y axis indicates, for each method, the average proportion of the 300 taxon sample age obtained for each species sample size.

return intermediate ages for the nodes. However, for the
nodes further from the calibration point, Bayesian ages
approach those of PL and CL, while nodes closer to the
calibration point are more intermediate. The most
extreme disparity is found in the middle section of the
tree, for example node 10, which CL dates as 9.28,
Bayesian as 14.04 and NPRS as 22.62 Ma, thus more
than twofold differences.

The LTT plots for the four methods are remarkably
different (Fig. 7). In all analyses the nodes are shifted
towards the base of the tree, indicating that with time the
speciation rate slowed down. For NPRS the shift is
highly significant (p <0.01), for CL and PL weakly sig-
nificant (p <0.05), and for Bayesian it is not significant.

4. Discussion

The differences in the node ages reported by the differ-
ent methods, and for different sampling intensities, are
remarkably large. On average, the highest age estimate
for each node is 2.09 times larger than the smallest esti-
mate, this factor ranges from a minimum of 1.41 to a
maximum of 2.94. This indicates a potentially substan-
tial source of error for dating studies. This error is deter-
mined by both the overall sampling density and the
distance from the calibration node.

Such large differences have been reported before. For
example, Klak et al. (2004) reported a twofold difference in
the age estimation of the start of the radiation time of the
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African Rushioideae for two different genes; however, one
gene was sampled for twice as many species as the other
gene. Our results point to the possibility that this discrep-
ancy may not due to differences in the molecular evolution
of the two genes, but to differences in taxon sampling.

4.1. Undersampling

Undersampling has a severe impact on the results in
rate-smoothed analyses, and with increasing under-
sampling the impact rapidly becomes more extreme.
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Note that the PL values for the 300 taxon sample were estimated.

With NPRS, a taxon sampling of 10% can result in increasing the undersampling might

increasingly

age estimates that are half of the correct value
(assuming that sampling all species gives the correct
value). The fitted curve to the undersampling effect
indicates that it is logarithmic, which means that

rapidly exacerbate the age underestimation. Many
recent studies included less than 10% of their species,
suggesting that they could be prone to the undersam-
pling error.
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Although sampling significantly effects analyses that
have limited (PL) no (CL) rate smoothing, this effect in
our studies was less than 15%. Experiments with PL,
involving changing the smoothing parameter, showed
that decreasing the smoothing function A comes with the
cost of increased sensitivity to sampling effects (data not
shown). It therefore does not automatically follow that
the use of PL would eliminate sampling effects. In addi-
tion, we do not know what happens when the sampling
is less than 10%, and would caution against using these
results to suggest that in all circumstances undersam-
pling can be accommodated by using CL or PL.

It is most likely that the effect is not due to simple
undersampling. In our experiments we added only nodes
that were distal to the test nodes (relative to the calibra-
tion node), and it is possible that if nodes were added both
proximally and distally to the test nodes, there might be
no undersampling effect. Adding only proximal nodes
might result in the test nodes being shifted down the tree
(further into the past). This shifting of the nodes is mani-
fested as changing age estimates. However, it is difficult to
avoid biased sampling. Unbiased sampling is only possible
if we know the relative time positions of all the nodes, and
can select them to keep the proportions of proximal and
distal nodes equal. Unfortunately, we do not know their
relative positions without first including all of them in a
dating analysis. Random sampling does not help, since
randomly selected species bias towards retrieving the
deeper nodes (Pybus and Harvey, 2000). Furthermore,
most investigators are interested in establishing the age of
a preset number of nodes, deep inside the tree (e.g., the
starting age of the radiation of Rushioideae (Klak et al.,
2004), Angiosperms (Sanderson and Doyle, 2001;
Wikstrom et al., 2001), Phylica (Richardson et al., 2001))
and these nodes can only be retrieved if the two basal-
most descendents of the node are included in the analysis.
This forces an unbalanced sampling.

Furthermore, the vagaries of extinction and specia-
tion are not likely to have left a temporally evenly
spaced set of surviving taxa. Clusters of short branch
lengths in a phylogeny have been reported in very diver-
gent groups, such as commelinid monocots (Duvall
etal, 1993) and sponge-dwelling snapping shrimps
(Morrison et al., 2004). Consequently, we cannot estab-
lish what a full species sample constitutes, and so the
extent of undersampling cannot be determined. Thus,
only methods that would minimize the undersampling
effect can be considered to be robust. Since all methods
we tried showed some undersampling effect, it might be
useful to search for an asymptote, as was shown by the
CL and to a lesser extent the PL methods.

4.2. Distance from the calibration node

There is a remarkably linear relationship between
the degree of under estimation of the test node ages,

and the distances from the calibration point for NPRS
and the Bayesian analysis. Although a weak trend is
visible, there is no significant linear relationship for the
CL and PL analyses.

This argues, at least in analyses using NPRS or
Bayesian analysis, that the calibration nodes should be
situated within the study group, as has been suggested by
Shaul and Graur (2002). Arguments for multiple calibra-
tion points are usually to protect against errors in single
calibration points (Lee, 1999), and a second strong argu-
ment is that dated nodes are so placed in the proximity
of fixed nodes, thus reducing the error that might accu-
mulate over longer time spans.

4.3. Impact of undersampling of individual nodes

Somewhat surprisingly, we show that the age estimate
for a test node is not affected by how complete the sam-
pling is for the clade subtended by the node. Instead, the
average level of sampling for the whole data set is of
importance. Thus, the sampling effect cannot be avoided
by sampling one clade exhaustively, and leaving a num-
ber of place-holders for the rest of the study group.
Clearly the effects of sampling density are spread more
or less evenly across the ingroup. This is advantageous in
that groups that are species poor, possibly due to extinc-
tion, are not intrinsically impossible to date, but it does
argue against strategies of sampling a group of interest
in detail, while the related groups are undersampled.

4.4. Age and rate of diversification of Restionaceae

As the sampling becomes better, the age estimates for
the African Restionaceae diverge. Thus, more and better
data do not result in a convergence to a single possibly
correct answer. This indicates that not only taxon sam-
pling, but also the choice of algorithm, is important.

The clock assumption (CL) is fairly robust to under-
sampling and to distance from the calibration node, and
should therefore be used whenever possible. However, if
the clock assumption is rejected, as it was for our Res-
tionaceae data, CL cannot be used. On the LTT plot, CL
results in a “wobbly” line (Fig. 7), which could either be
interpreted as a variable net diversification rate, or as
violations of the clock. Since the latter has been demon-
strated, we can ignore these results.

NPRS returned remarkably divergent results from
the other methods with respect to the estimated age of
the nodes. Its great sensitivity to both sampling effects
and the distance from the calibration node suggest that
the danger of oversmoothed results is real. More
remarkable is the effect of NPRS on the LTT plot. Not
only does the radiation start earlier than predicted by
the other methods, but the initial phases of the radiation
are interpreted to be much more rapid than by the other
methods, so that a constant rates test shows a significant
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change in the net diversification rate. These results may
be due to “oversmoothing” (Sanderson, 2002a).

Bayesian and PL were the most resilient to undersam-
pling with our Restionaceae data. Both methods are com-
putationally very intensive, and our 300 taxon Bayesian
analysis required more than four weeks of computation
time. Possibly PL is the best, since it is not sensitive to the
distance from calibration, but we were not able to com-
plete the cross-validation analyses to obtain the optimal
smoothing values for the PL analyses of 150 and 300
taxa. The only difference between the two methods is the
estimation of the start date of the radiation. Thus, when a
global clock assumption is rejected, we recommend that
either PL or Bayesian analyses should be used.

4.5. Beyond the Restionaceae

It is difficult to generalize from our results, since they
are based on the results of a single study. Generality can
be achieved by using simulated data sets, but then we
don’t know how well simulations will mimic the real sit-
uation. We have not attempted to evaluate our results
with simulated data sets, largely because of the enor-
mous computing effort that would be needed to analyse
a sufficiently large set of replicates. However, our results
clearly demonstrate that caution is required when using
rate-smoothing methods, and that an understanding of
the potential effects of sampling and calibration position
on age estimates is a pre-requisite to any study.
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